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Executive Summary
Hardly a day goes by without new evidence of AI’s potential to increase 
productivity, the long-term source of an economy’s ability to generate broad-
based growth and lay a foundation for sustainable wage gains. With most 
advanced countries, including the United States, facing the demographic 
challenge of declining working-age populations, such technological advances will 
be a key source of maintaining a high standard of living. 

For the United States and other countries’ ability to fully leverage these 
capabilities, however, the technology needs to scale—both domestically and 
globally—and thus be able to be fully integrated into the breadth of sectors where 
its benefits can take root. 

A key obstacle to such scalability is the risk of a fragmented global market. One 
source of such fragmentation is skepticism about a technology when all risks 
have yet to be identified or mitigated—a challenge of any new technology, but 
one that thoughtful policymakers are well-positioned to address. But a more 
intractable source of fragmentation is the patchwork of market restrictions that 
have hindered digital trade generally. This occurs in foreign markets where, 
as with many internet applications generally, incumbents have often focused 
on slowing down a competitive threat or protecting local market advantage, 
rather than embracing openness to technological opportunity. Addressing such 
restrictions should be a priority if the U.S. interest in advancing AI is to succeed. 
Many of the same rules that have helped safeguard an open digital ecosystem to 
date, now time-tested, if not broadly adopted, will be key to the success of AI  
as well.

In this environment, navigating the trade impact, both in terms of addressing 
barriers countries might seek to erect as well as promoting supportive policies 
enhancing its benefits (including through binding and enforceable trade rules), 
will be core to expanding U.S. economic interests and those of our close partners.

https://ccianet.org
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rg Introduction

1 Stanford University, Artificial Intelligence Index Report 2023, https://aiindex.stanford.edu/wp-content/
uploads/2023/04/HAI_AI-Index-Report_2023.pdf. 

2 See Bureau of Labor Statistics, The U.S. Productivity Slowdown: An Economy-Wide and Industry-Level Analysis 
(April 2021), https://www.bls.gov/opub/mlr/2021/article/the-us-productivity-slowdown-the-economy-wide-and-
industry-level-analysis.htm.

3 See Graham Allison and Eric Schmidt, Is China Beating the U.S. to AI Supremacy? (Aug. 2020), https://www.
belfercenter.org/publication/china-beating-us-ai-supremacy#footnote-046-backlink.

With recent rapid advances in AI technology, and the recognition of its 
transformational potential across almost every economic sphere, investment in 
AI has surged: new capital invested in 2022 is estimated to be over 90 billion 
dollars, more than half of which is from the United States.1 Motivating this intense 
interest is growing evidence for how AI can be integrated into myriad use cases 
contributing to enhanced economic and welfare gains, across manufacturing, 
services, and agriculture. 

While the rapid advances in AI have engendered vigorous debate about potential 
risks, appropriate regulation, and how to address inevitable labor market 
dislocations, the promise of this technology now appears undisputed: in addition 
to potential benefits to humanity in addressing challenges in areas as diverse 
as healthcare, climate and agriculture, AI also has the potential to usher in 
unprecedented productivity gains. This latter attribute is particularly relevant for 
countries’ competitiveness, both domestically and internationally: without such 
gains, countries such as the United States, recently suffering from prolonged 
declines in productivity growth2 may fail in generating broad-based, sustainable 
growth that can support long-term wage gains. If the Biden Administration’s 
pursuit of a worker-centered trade policy is to have any long-term meaning, such 
productivity gains, addressing one of the key critiques of trade policy to date 
(trade’s contribution to wage stagnation), should take center stage. Accordingly, 
while most policy debate has revolved around domestic responses to the 
anticipated effects of the technology, the intersection between domestic policy 
responses and core trade principles merits attention.

The stakes in this policy arena could not be higher. On the one hand, they involve 
strategic competition with China, whose leadership has set 2030 as a target for 
China becoming the world’s “primary” AI innovation center3 through aggressive 
governmental support. On the other hand, the EU’s attempt to seize the 
opportunity in quickly instituting a comprehensive, top-down governance model 
in the forthcoming AI Act, another notch in its belt as a presumptive  
“regulatory superpower.”

Apart from scale (an internet user base of over one billion served by some of the 
world’s biggest digital companies), many of China’s advantages in generating 
data are not ones democracies would emulate—e.g., over a billion surveillance 
cameras, and the world’s most extensive system for monitoring speech on the 

https://ccianet.org
https://aiindex.stanford.edu/wp-content/uploads/2023/04/HAI_AI-Index-Report_2023.pdf
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https://www.bls.gov/opub/mlr/2021/article/the-us-productivity-slowdown-the-economy-wide-and-industry-level-analysis.htm#:~:text=April%202021-,The%20U.S.%20productivity%20slowdown%3A%20an%20economy%2Dwide%20and%20industry%2D,late%201990s%20and%20early%202000s
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rg internet, a key focus of China’s early AI efforts.4 In the case of the EU, however, 
the lack of domestic players has led to a focus on prescriptive regulation that 
appears aimed not only on addressing potential social risks but also blunting 
competitive challenges, rather than incubating productivity growth responses. 
This may well contribute to Europe falling further behind in the development and 
use of AI. In contrast, many other countries, particularly in the Indo-Pacific, are 
looking to institute policies that, while cognizant of risks, also look to ensure that 
they can attract similar investment and participate in this transformation.

The Economic Promise of AI
AI is not a new phenomenon, having been the subject of research and 
development for decades, with “deep learning” and the development of “expert 
systems” being advanced four decades ago by noteworthy pioneers.5 But the 
confluence of interrelated developments (mainly, breakthroughs in machine 
learning models, computing power that has grown exponentially in the past 
5 years,6 and the unprecedented generation and availability of training data7) 
has propelled AI to the forefront of global attention with its commercial impact 
now undisputed. This revolution is now being led by private companies, whose 
massive investments and fierce competition has contributed to both scale of 
innovation and speed of development, a significant change from just a decade 
ago when advances were concentrated in academia.8 

The commercial opportunities appear vast. McKinsey recently estimated that 
one subset of AI alone, generative AI, will contribute across 63 use cases up to 
$4 trillion in added value annually to the global economy in the next decades 
across all sectors—with a particular impact on banking, high technology and life 
sciences, in areas as diverse as customer support, marketing and sales, and 
software development. 9 McKinsey estimates that this evolution, if successful, 
could enable labor productivity growth of 0.1 to 0.6 percent annually through 
2040, a potentially extraordinary achievement.10

4 As summarized by RAND, “China has an advantage over the United States in the area of big data sets that are 
essential to the development of AI applications. This is partly because data collection by the Chinese government 
and large Chinese tech companies is not constrained by privacy laws and protections.” RAND, Maintaining the 
Competitive Advantage in Artificial Intelligence and Machine Learning (2020), https://www.rand.org/pubs/
research_reports/RRA200-1.html at 1. 

5 See The History of Artificial Intelligence, Harvard University Science in the News Blog (Aug. 28, 2017), https://sitn.
hms.harvard.edu/flash/2017/history-artificial-intelligence/.

6 See Stanford University, Artificial Intelligence Index Report, supra note 1 at 56. 
7 Statista, Volume of data/information created, captured, copied, and consumers worldwide (Jun. 2021), https://

www.statista.com/statistics/871513/worldwide-data-created/.
8 Since 2014, 32 of 35 significant models have been developed by companies. Stanford University, Artificial 

Intelligence Index Report, supra note 1 at 50. 
9 McKinsey, The Economic Potential of Generative AI: The Next Productivity Frontier (Jun. 2023), https://www.

mckinsey.com/capabilities/mckinsey-digital/our-insights/the-economic-potential-of-generative-AI-the-next-
productivity-frontier#/.

10 Id. at 45.
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transformation, with its key geopolitical rival also targeting this technology 
as a strategic imperative for both economic as well as less benign reasons. 
Nonetheless, U.S. strengths are compelling. As of now, most of the foundation 
models (large language models, and multimodal models) were developed in the 
U.S; U.S. research, based on citations, is unrivaled; U.S. hardware, particularly in 
chip and system design and deployment of cloud computing is unparalleled; and 
U.S. industries have been global leaders to seek to integrate AI advances into a 
wide variety of use cases, new case for which appear daily.11 

However, scalability, the precondition of a successful transition to AI-enhanced 
economic activity, will often require a global footprint, since even smaller 
suppliers seeking to deploy niche applications may require a customer base 
beyond any one country to justify the large capital expenditures many AI 
applications will require. Cataloged below are a number of the challenges to that 
path, and the trade rules that can help address these challenges.

Why Trade Matters
As with digital technology generally, a big part of the promise of AI is its inherent 
scalability, paralleling the software applications and services that currently thrive 
on the internet. This refers to the ability to quickly spread and integrate into a 
mature global digital ecosystem that links communications, computer power 
and software applications with businesses and consumers throughout the world. 
This characteristic, where high and/or risky capital investments can be recovered 
through a globally-addressable market, is at the heart of why reasonable trade 
rules are inextricably related to the potential success and possible constraints 
on this technology: without predictable, consistent rules, scalability founders. 
And, such scalability is not just with respect to the companies directly offering 
AI applications, but also with the companies integrating AI into their traditional 
businesses. For them as well, whether an airline, bank, automobile manufacturer 
or drug developer, often with a global footprint, integrating AI across this 
footprint is critical to making the investment worthwhile. 

Scalability captures, in particular, both the promise and challenge this technology 
represents for small- and medium-sized enterprises (SMEs), the “unsung 
heroes” of the digital economy.12 SMEs are potentially one of the AI’s biggest 
beneficiaries. Their participation in the digital economy has already been 
revolutionized by ready availability of globally-accessible cloud computing power, 
(one of the foundations of AI) and AI offers unrivaled opportunities for these 

11 AI Is So Hot Even KFC and Williams-Sonoma Execs Are Talking About It, Wash. Post (Aug. 24, 3023), https://www.
washingtonpost.com/technology/2023/08/24/ai-corporate-hype/.

12 Digital Technology: The Unsung Hero of Small Business, Disruptive Competition Project (Jul. 10, 2023), https://
www.project-disco.org/innovation/digital-technology-the-unsung-hero-of-small-businesses/.

https://ccianet.org
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companies.13 In fact, adoption of AI by SMEs in the United States is impressive. 
A recent survey by a major marketing firm reports that 91 percent of surveyed 
SMEs claim use of AI made their business more successful, cutting costs, time, 
avoiding mistakes, and helping their businesses grow.14 For such users, for 
whom AI can enhance their export competitiveness, integrating the technology 
necessitates extending its use beyond the domestic market, and thus curbs on AI 
in destination markets will curb these SMEs growth. 

Apart from users, a key feature of the current marketplace is SMEs themselves 
as developers—contributing to the start-up renaissance that AI has fostered.15 
For both sets of players—SME deployers and developers—trade rules may be 
even more important than for bigger companies, as the burdens of navigating 
fragmented global markets with inconsistent rules may be, for such smaller 
players, insuperable. 

The impact of AI and its effect on trade may well spawn new approaches on 
trade rulemaking, as evidenced in some early efforts to address regulatory 
challenges in the Digital Economy Partnership agreement concluded recently 
between New Zealand, Chile, and Singapore.16 But even before looking to create 
novel rules, ensuring that existing frameworks apply to AI may be equally if not 
more important to developing a sustainable framework for trustworthy growth, 
by ensuring that obvious frictions are minimized. Many specific trade provisions 
that will be critical to ensuring that AI applications and services thrive globally 
are well established and it is their expansion that may be the most important first 
step in advancing useful guardrails. Such provisions include:

 e Ability to move data into and outside a jurisdiction (cross-border data  
transfer rules);

 e Ability to rely on computing facilities outside a specific jurisdiction;

 e Protections against unwarranted disclosure and transfer of commercially 
sensitive resources (source code and algorithms);

 e Affirmation of copyright exceptions and limitations critical for machine 
learning;

13 As noted by the OECD, “SMEs can source external AI expertise and solutions from knowledge markets that 
typically compensate for a lack of internal capacity. Cloud computing-based Software as a Services (SaaS) and 
Machine learning as a Service (MLaaS) offer advantages such as the scalability of AI solutions and costs, no 
prerequisite of technical knowledge (for SaaS), digital security features directly embedded in the software.” OECD, 
Digital Transformation of SMEs (2021), https://www.oecd-ilibrary.org/sites/01a4ae9d-en/index.html?itemId=/
content/component/01a4ae9d-en.

14 Constant Contact Research Reveals Small Businesses Who Use AI Are More Likely Save Money And Be Successful 
(Aug. 9, 2023), https://www.prnewswire.com/news-releases/constant-contact-research-reveals-small-
businesses-who-use-ai-are-more-likely-to-save-money-and-be-successful-301896332.html

15 40 Growing AI Companies & Startups in 2023 (Oct. 19, 2023), https://explodingtopics.com/blog/ai-startups.
16 See article 8.2 of the Agreement, available at: https://www.mfat.govt.nz/assets/Trade-agreements/DEPA/DEPA-

Signing-Text-11-June-2020-GMT-v3.pdf.
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requirements;

 e Good regulatory practices in the development of obligations applicable to AI 
developers and implementers; and

 e Non-discriminatory treatment of service suppliers (national treatment).

These rules will not solve the larger questions of what form of oversight 
should be applied to AI, particularly in areas deemed threats to human safety 
or inconsistent with core social values. But in many cases, these rules can 
contribute to a more trustworthy framework, helping clarify where government 
intervention is and is not beneficial. And where consensus emerges that a 
restriction is justified, such rules, common in many existing trade agreements, 
include exceptions, that provide for meaningful discretion in countries’ need 
to address requirements based on local conditions or values. Importantly, 
trade rules provide a baseline of accountability for governments and clarity for 
suppliers that enable an expansion of trade and the benefits that accrue to both 
exporters, importers, and consumers. 

17 According to IBM, 90% of the world’s data was created in the past two years, and this quantity continues to double 
every two years. See https://www.ibm.com/case-studies/hsbc-usa#.

18 Equinix, New Subsea Cable Architecture Are Carrying the World’s Traffic (Mar. 16, 2020), https://blog.equinix.com/
blog/2020/03/16/new-subsea-cable-architectures-are-carrying-the-worlds-traffic/.

Trade Rules Relevant to AI

1. Cross-Border Data Flow Rules
At the core of AI is the ability to discern patterns in varied data sets and 
transform learned correlations into predictive or generative outputs. One 
basis for AI’s recent and rapid advance has been the accelerated digitalization 
of the economy, creating large data repositories that, subject to advanced 
modeling and unprecedented computing power, allow increasing accuracy 
and relevance of AI-generated outputs.17 Since relevant data is not restricted 
by geography (and in many cases requires inputs from global sources to be 
comprehensive— e.g., for text and speech recognition, cybersecurity, health, 
climate, weather, etc.) the ability to move data cross-border is fundamental: 
both to train models and to interact with them once trained. And many AI 
models (e.g., adaptive models) are not static, but are constantly updated 
based on real-time feedback. The richness of cross-border data flows, 
accordingly, will have a significant impact on the quality, relevance and utility 
of many AI applications.

Largely parallel to the growth of the internet, the recent growth of such flows 
has been remarkable, with U.S. cross-border data flows alone, based on one 
representative metric (on submarine cables) tripling over the past decade 
from 2,000 to 6,000 petabytes per month.18

https://ccianet.org
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governments are seeking to restrict what can be exported from their territory 
(and in some cases, notably China, what can be imported) subject to an 
increasing array of restrictions.19 Such measures, while clearly hurting any 
cross-border supplier of an AI-enabled service, will also greatly handicap the 
importing country and its users, since best-in-class technology might only 
be available on a cross-border basis. Although there have been efforts to 
minimize the need to move data outside of specific locations when conducting 
training,20 which could help in the processing of sensitive data such as health 
data, such approaches may involve additional costs and performance trade-
offs, and are unlikely to fully address the need for robust cross-border  
data flows.

Trade rules facilitating the ability of companies to move data, subject to 
reasonable safeguards, are not new and preceded any focus on AI. For 
example, recognizing that cross-border financial services are practically 
impossible without the movement of data, a core group of WTO members 
conclude an addendum to the General Agreement on Trade in Services 
(the GATS) in 1994 called the Understanding on Commitments in Financial 
Services that guaranteed financial service suppliers the ability to move data 
between the territories of signatory members.21 It was not until negotiation of 
the Trans-Pacific Partnership that this rule was extended to other sectors,22 
but since then it has been a standard feature of high-standard trade 
agreements. 

Importantly, this trade rule does not prohibit regulation of cross-border data 
transfers. Rather, it ensures that conditions attached to its transfer (e.g., to 
protect privacy or security) are reasonable, proportionate, and justified and 
can accommodate a range of transfer mechanisms. As such, this kind of rule 
is a foundation for a predictable framework for data-intensive industries like 
AI by enabling them to function globally, while allowing for accompanying 
safeguards to protect consumers, companies and governments against the 
threat of unwarranted access. 

19 The EU, which has long had a restrictive data export regime based on privacy rationales, has now sought to expand 
restrictions into non-personal data, under its proposed Data Act; China has progressively tightened the nature 
and scope of data that can be exported; India, Vietnam, and many other countries are considering analogous 
restrictions. See ITIF, How Barriers to Cross-Border Data Flows Are Spreading Globally, What They Cost, and How 
to Address Them (2021), https://itif.org/publications/2021/07/19/how-barriers-cross-border-data-flows-are-
spreading-globally-what-they-cost/;OECD, Digital Services Trade Restrictiveness Index, https://goingdigital.oecd.
org/en/indicator/73.

20 E.g., the so-called “federated” learning model, a distributed, decentralized approach where data remains 
dispersed and only iterations to a model are combined centrally. See https://research.ibm.com/blog/what-is-
federated-learning.

21 See Article 8 of the Understanding, available at: https://www.wto.org/english/tratop_e/serv_e/21-fin_e.htm.
22 See Article 14.11, Cross-border Transfer of Information by Electronic Means, available at: https://ustr.gov/sites/

default/files/TPP-Final-Text-Electronic-Commerce.pdf.
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regulations on how data is treated. Cross-border data flow rules are consistent 
with such practices, as demonstrated by the numerous trade agreements 
including such provisions. This is, in fact, a critical factor distinguishing rule-of-
law countries with authoritarian regimes, and a basis on which global alliances 
promoting trustworthy data flows can be built. 

China has significant advantages in developing AI based on the sheer quantity 
of data its firms can access, due in no small part to its extensive surveillance 
practices and weak rule of law. The comparative advantage democracies 
can play in promoting AI, however, is their ability to work together to pool 
geographically diverse datasets that result in globally representative training 
data, making the resulting AI systems more resilient and less prone to bias 
or cultural/demographic errors. Accordingly, this is a critical moment to both 
address a geopolitical competition and lay a foundation for how trustworthy 
data flows are possible—by re-committing to a rule ensuring that data can flow 
on a cross-border basis among likeminded countries. 

2. Location of Computing Facilities
One of the hallmarks of some of the most promising AI applications is 
their reliance on unprecedented computing power, both in processing data 
for training models and generating specific outputs for consumers and 
businesses once the model is mature.23 This growth of computing power has 
encompassed both the number and capability of processing units, resulting in 
dedicated systems that are now at the cutting-edge of computing,24 powering 
models that now incorporate hundreds of billions of parameters.25 Since such 
massive computing power is not equally distributed around the world, the 
computing resources and human expertise supporting AI (both in training 
and implementing a model) will inevitably be concentrated, in the near-to-
medium term, in a limited number of geographic locations.26 Compounding 
this is the race to design and deploy the most advanced chipsets, demand 
for which has limited their availability. Accordingly, countries that require that 
computer processing and storage for specific applications be done locally 
will undermine their ability to participate in the training and implementation 
of relevant applications—to the detriment of foreign suppliers and their own 
economic development.

23 Center for Security and Emerging Technology, AI and Compute (Jan. 2022), https://cset.georgetown.edu/
wp-content/uploads/AI-and-Compute-How-Much-Longer-Can-Computing-Power-Drive-Artificial-Intelligence-
Progress.pdf (“Between 2012 and 2018, the amount of computing power used by record-breaking artificial 
intelligence models doubled every 3.4 months.”). 

24 Id. at 7. 
25 A recent model, PaLM, advertises 540 billion parameters. Google Research Blog, Pathways Language Model 

(PaLM): Scaling to 540 Billion Parameters for Breakthrough Performance (Apr. 4, 2022), https://blog.research.
google/2022/04/pathways-language-model-palm-scaling-to.html.

26 Stanford University, Artificial Intelligence Index Report 2023, supra note 1 at 51. 
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rg While hosting data centers, even if uneconomic,27 has taken on aspects 
of national pride akin to steel mills in the last century, the high capital 
commitment and pace of technological development makes it unlikely that 
such policies will help their development, and in fact are likely to do the 
opposite. Large economies, such as China and the EU may have sufficient 
scale to attract the necessary investment (domestically or from abroad) but 
even for such markets, a localization mandate is bound to negatively affect 
growth. While bigger companies may conclude that they cannot afford to 
bypass such markets and may submit to such restrictions, the inevitable 
limiting of smaller players will mean that some of the most innovative services 
and applications may not be available there—potentially stymying innovations 
in such markets. In short, expanding, through trade rules, the principle that 
governments should not mandate use of local facilities is critical to ensuring 
that the benefits of AI can be distributed globally. 

3. Protection of Source Code and Algorithms
Computing and software development has long benefited from open-source 
development, an approach that has stimulated broad ecosystems of co-
developers and sparked an untold amount of innovation. In the earlier days 
of AI, the academic involvement using an open-source approach was the 
norm. Even now several major foundational models (e.g., Meta’s LLaMA) are 
open source. On the other hand, for many companies, significant investment 
in AI is based on the goal of offering a differentiated product whose design 
is its competitive advantage, a business model that can also spur innovation. 
Accordingly, when mandated disclosure of source code, and embedded 
algorithms can result in competitors (or a government) appropriating that 
advantage, incentives to invest and innovate will be diminished. 

A trade rule protecting source code and algorithms from disclosure builds on a 
general consensus that trade secrets should generally benefit from protection, 
and was first introduced as a specific trade rule by Japan in the Trans-Pacific 
Partnership Agreement (TPP). The motivation of the rule was largely based 
on experience in China, where a combination of mandated disclosure (e.g., 
under the equipment certification program called the Multi-Level Protections 
Scheme, MLPS) coincided with widespread alleged misappropriation, as borne 
out by cases involving companies such as varied as Motorola, Cisco, Google, 
Sinovel, and Tesla. 

Given the competition with China in AI and the value of preserving the option 
of proprietary competitive advantages, any disclosure mandate could put 
U.S. firms at a competitive disadvantage globally. Any such trade rule will 
require exceptions, to address cases where evidence of illegal activity may 

27 ECIPE, The Costs of Data Localisation: A Friendly Fire on Economic Recovery (2014), https://ecipe.org/
publications/dataloc/.
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rg merit investigating whether behavior was coded into the product (e.g., in the 
Volkswagen emissions scandal). Such a rule does not preclude robust testing 
and certification of products, based on the broad-based consensus that 
testing can be accomplished without access to source code.28 Neither does 
such an approach conflict with the view that trustworthy AI systems should 
incorporate robust “explainability,” so regulators and consumers understand 
the basis of automated decision- making. But explainability of a system need 
not include how complex algorithms are coded in software, disclosure of 
which is unlikely to advance that goal.

4. Reasonable Exceptions and Limitations in Copyright Regimes
A significant portion of data used to train AI models is protected by copyright, 
meaning that some uses of that data are restricted by copyright law, but 
limitations and exceptions apply. In the United States, courts have found that, 
to the extent that training infringes any of the uses restricted by copyright 
law, the mass copying of raw material to build databases for uses by AI 
processes is permitted under fair use. Israel’s Ministry of Justice recently 
issued an opinion that its fair use provision, modeled on U.S. law, permits the 
copying of works for AI training purposes.29 Further, the EU,30 Singapore and 
Japan31 have adopted provisions on text and data mining under their copyright 
laws, which would permit AI training. These provisions are all consistent 
with existing international IP law, which provides adequate flexibility to 
support both AI developers and rightsholders. Nonetheless, additional trade 
provisions designed to either explicitly permit AI training or to ensure that 
relevant exceptions and limitations are consistently maintained32 could be 
helpful in maintaining a predictable legal environment for the growth of AI. 

Relatedly, there have been efforts by rightsholders to bolster their ability to 
monetize content by seeking to impose limits on its use as training data. Since 
such goals can be accomplished contractually through terms of use, and by 
use of technical tools like robots.txt to prevent unauthorized online access 
and use, additional AI-specific intellectual property rights do not appear 
justified and should not be contemplated in trade rules.

28 See NIST, Facial Recognition Vendor Test (FRVT), https://www.nist.gov/programs-projects/face-recognition-
vendor-test-frvt (designed to detect bias, which does not require access to source code). 

29 Israel Ministry of Justice Issues Opinion Supporting the Use of Copyrighted Works for Machine Learning, Disruptive 
Competition Project (Jan. 19, 2023), https://www.project-disco.org/intellectual-property/011823-israel-ministry-
of-justice-issues-opinion-supporting-the-use-of-copyrighted-works-for-machine-learning/.

30 Articles 3 and 4 of EU Directive on Copyright and Related Rights in the Digital Single Market, available at https://
eur-lex.europa.eu/legal-content/en/TXT/HTML/?uri=CELEX:32019L0790. 

31 European Alliance for Research Excellence, Japan Amends Its Copyright Legislation to Meet Future Demands 
in AI and Big Data (2018), http://eare.eu/japan-amends-tdm-exception-copyright (summarizing and explaining 
Copyright Act 2018); text of legislation is available at http://www.mext.go.jp/b_menu/houan/kakutei/
detail/1405213.htm.

32 For example, CP-TPP’s Article 18.66 includes this helpful provision: “Each Party shall endeavour to achieve an 
appropriate balance in its copyright and related rights system, among other things by means of limitations or 
exceptions that are consistent with Article 18.65 (Limitations and Exceptions), including those for the digital 
environment.” Available at https://ustr.gov/sites/default/files/TPP-Final-Text-Intellectual-Property.pdf.
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rg 5. Reliance on International Standards and Conformity Assessment
As governments begin to regulate AI, particularly for uses deemed high-risk 
(i.e., uses that can significantly impact health or safety, or affect individuals' 
legal rights), consistency of approach will be critical to ensuring both the 
global acceptability of specific models and applications, and a consistent 
and effective mitigation of potential harms. While high-level principles for 
trustworthy AI have begun to emerge and gain global acceptance (e.g., the 
OECD’s AI Principles33) and countries have begun to institute more granular 
frameworks (e.g., NIST’s AI Risk Management Framework34), efforts to create 
detailed technical standards critical to achieve regulatory goals have only 
recently begun. Nevertheless, these efforts are well underway, mobilizing 
broad-based expertise in finding consensus approaches to addressing core 
issues. Some existing, mature standards, such as the International Standards 
Organization (ISO/IEC) 27001 family of standards for cybersecurity are 
directly relevant to AI systems. Other international standards development 
that is helping to building consumer trust and regulatory acceptance of the 
use of AI includes the following:

 g ISO/IEC 42001 AI Management System (AIMS) (the first AI standard to be 
used for product certification)

 g ISO/IEC 42005 AI System Impact Assessment

 g ISO/IEC 25012 Data Quality

 g ISO/IEC 42006 Certification Body Requirements for AI

 g ISO/IEC 27090 AI System Security

 g ISO/IEC 27091 Privacy Protection for AI

 g ISO/IEC 6254 Explainability

 g ISO/IEC 23894 Risk Management for AI

 g ISO/IEC 17866 Guidance for mitigating ethical and societal concerns for AI

 g ISO/IEC 12791 Treatment of Unwanted Bias in AI systems

 g IEEE Adaptive Instructional Systems (AIS) portfolio

 g MLCommons Training and Inference benchmarks

While many of these standards are still under development, the fact that 
consensus standards development fora have mobilized their expertise and 
resources to address this breadth of issues provides a clear path to consistent, 
globally-applicable outcomes, and the possibility of avoiding trade-restrictive 
fragmentation of regulatory requirements. As with standards already covered 

33 OECD AI Principles, https://oecd.ai/en/ai-principles.
34 NIST, AI Risk Management Framework, https://www.nist.gov/itl/ai-risk-management-framework.
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rg by the WTO’s technical barriers to trade agreement (TBT), the existence, 
or imminent completion of a global consensus-based standard provides 
a legal basis for a preferred alternative to country-specific requirements, 
proliferation of which could deal a major blow to the ability of AI applications 
to scale globally. And, as noted earlier, global standards are one of the only 
ways smaller companies and smaller countries can navigate a path to global 
relevance, critical where risky investment is at stake. 

6. Good Regulatory Practices
AI applications are already prevalent in many regulated industries, and are 
beginning to be integrated into mandatory conformity assessment procedures. 
For example, the Federal Drug Administration (FDA) has long regulated certain 
software as a medical device. The FDA has now developed a specific program 
for AI and machine-learning (AI-ML) enabled devices which has already 
approved 178 applications.35

Leveraging the domain expertise of existing regulators, rather than creating 
general AI-specific rules, may be the most effective way to address needs 
reflected in their existing mandate (e.g., to ensure safety, privacy, fairness 
etc.). Given this, having open, transparent, and accountable processes, 
with broad-based stakeholder input in the development of regulations is 
particularly important when a new and rapidly-evolving technology is involved. 
Trade rules have recently begun focusing on the importance of consistent 
procedures in the development of regulations and these are particularly 
relevant to AI. Accordingly, rules incorporating such practices,36 (e.g., Good 
Regulatory Practices chapters of TPP and USMCA, and under negotiation in 
the U.S.-Taiwan Initiative and the Indo-Pacific Economic Partnership) are a 
significant step forward and should be encouraged. 

7. National Treatment of Service Suppliers
Given the nature of the internet, digital services, including AI-enabled 
services, will be generally available wherever internet access is a reality. 
Nevertheless, whether through discriminatory standards or a perceived need 
to promote local suppliers at the expense of competing foreign services, 
trade-restrictive measures remain a constant threat. AI-enabled services will 
generally benefit from existing commitments to national treatment, where 
available, given trade partners’ general acceptance of the technologically-
neutral nature of trade commitments. However, gaps in coverage in many 
countries remain, and a temptation to characterize an AI-enabled service as 

35 FDA, Artificial Intelligence and Machine Learning-Enabled Medical Devices, https://www.fda.gov/medical-devices/
software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices.

36 See, e.g., USMCA’s Good Regulatory Practices chapter, available at: https://ustr.gov/sites/default/files/files/
agreements/FTA/USMCA/Text/28_Good_Regulatory_Practices.pdf.
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rg novel and outside the scope of existing commitments means that expanding 
such commitments, ideally on a “negative-list” approach (focusing on 
scheduling exceptions, rather than underlying services), should remain a 
long-term goal for the support of AI. This is particularly important since the 
prospect of countries seeking to preference a national AI model, or national 
AI-enabled applications is a distinct possibility. 

One basis for doing so would be to make arbitrary distinctions between 
models or applications that serve as a proxy for nationality. Such an approach 
could be facilitated by proposals currently under consideration in the EU,37 
for example, that seek to impose additional regulatory burdens on AI models 
based on the computing power necessary to develop or implement the model, 
or the size of data sets used to train the model. Unless well-grounded in 
demonstrable risks relating to specific use cases, such categories could easily 
be designed to simply target models of disfavored countries, an outcome 
that national treatment obligations should discipline—i.e., to ensure that 
differential treatment was not arbitrary or discriminatory, and necessary for 
the purpose of protecting against AI harms.

37 See page 19 of Annex 1 of the draft AI Act at https://table.media/europe/wp-content/uploads/
sites/9/2023/10/2023-10-17-conseil-ia-mandat-de-negociation-10412dc9fadd4e4fa9b0360960fd13af.pdf.
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